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An equivalent resistance coefficient that includes the effect of drag caused by buildings as
well as the bottom friction effect was investigated for two-dimensional inundation simu-
lation of built-up areas with relatively coarse grids. In order to quantify the equivalent
resistance coefficient for a given built-up area, we performed laboratory experiments and
three-dimensional numerical experiments of steady and uniform flows influenced by square
unsubmerged piers spaced at equal intervals in the longitudinal and transverse directions.
The Manning’s n, which represents the equivalent resistance coefficient, was evaluated by
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inputting experimental data into the Manning’s equation. A semi-analytical formula for
the n value under experimental conditions was derived via momentum analysis that in-
cluded drag interaction effects. The n values resulting from laboratory experimental data,
the three-dimensional numerical data, and the semi-analytical formula agreed well with
each other. From these results, we found that the equivalent resistance coefficient n value is
strongly dependent on the intervals between piers and increases according to water depth
to the 2/3 power. In addition, as an application of the proposed n formula to the inunda-
tion model, we performed a simulation of a tsunami inundation on Imwon Harbor on the
east coast of Korea.

Keywords: Equivalent resistance coefficient; Manning’s coefficient; inundation simulation;
built-up area; drag interaction; laboratory experiment; three-dimensional numerical experi-
ment; tsunami simulation; Imwon Harbor.

1. Introduction

In the last few decades, the incidence of ocean earthquakes, tsunamis, and flooding

that affect coastal regions have increased. During urban floods, flow resistance caused

by buildings increases the water surface elevation in built-up areas. To simulate

coastal inundations over built-up areas, the shallow-water equations can be employed

with a fine grid system implemented for resolving the buildings. In the fine grid

system approach, the drag effect of the buildings is managed by the depth-averaged

molecular and turbulent eddy viscous term. However, to simulate inundation in large

built-up areas, the fine grid system requires impractical amounts of computational

expense. As a practical alternative, coarse grid systems that omit the buildings can

be used as long as the bottom friction term of the equation includes the effects of the

drag resistance due to the buildings. For this approach, the coefficient of the bottom

friction term, or the equivalent resistance (or roughness) coefficient (i.e. Manning’s n

[Chow, 1959]), must be quantified for a given built-up area.

Many studies have been carried out to investigate the equivalent resistance coef-

ficient including the drag effects of emergent vegetation (such as mangrove trees) or

plants in flooded areas. The experimental conditions in those studies vary in terms

of flexibility, submergence, distributed density, size, and placement. Some previous

studies involve flow resistance due to rigid and unsubmerged vegetation [Petryk

and Bosmajian, 1975; Chiew and Tan, 1992; Naot et al., 1996; Struve et al., 2003;

Musleh and Cruise, 2006; Yanagisawa et al., 2009; Teh et al., 2009]. Most of these

investigations implemented the theory of flow resistance around a circular cylinder.

However, there are few investigations of flow resistance caused by square unsub-

merged buildings in flooded built-up areas [Aburaya and Imamura, 2002]. Naot

et al. [1996] proposed a shading factor, which deals with the effects of drag inter-

actions between vegetation elements only in the flow direction, but did not validate

it. Most other previous investigations did not take into account hydraulic inter-

actions between vegetation. Controversy persists over the relationship between the

equivalent Manning’s n and water depth in the flow on which unsubmerged rigid

piers exert resistance. Musleh and Cruise [2006] showed that the n value increases
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linearly with water depth, while other investigations suggested or implied that the

n value depends on water depth to the power of 2/3.

In this study, in order to quantify the equivalent resistance coefficient for a given

built-up area, we performed laboratory experiments and three-dimensional numer-

ical experiments of turbulent flows influenced by square unsubmerged rigid piers

spaced at equal intervals in the longitudinal and transverse directions. The three-

dimensional numerical experiment utilized the RANS (Reynolds Averaged Navier–

Stokes) equation model with a volume of fraction (VOF) model in FLOW-3D, a

computational fluid dynamics code [Flow Science, Inc., 2000]. The Manning’s n,

which represents the equivalent resistance coefficient, was evaluated by inputting

the experimental data into the Manning’s equation. A semi-analytical formula for

the equivalent resistance coefficient under experimental conditions was derived from

momentum analysis including drag interaction effects. Note that even though the

experimental flows are instantaneously fluctuating due to the influence of the piers,

their spatially and temporally averaged motion was assumed to be locally steady

and uniform. This implies that we employ the conventional assumption that the

resistance coefficient, which was estimated under conditions of steady and uniform

flow, can be utilized in unsteady and nonuniform simulations by incorporating the

shallow-water equation.

During experiments, we focused on the effects of drag interaction between the

piers, which were aligned in rows, and the relationship of the n value to water depth.

The semi-analytical formula and the measured and computed experimental data

were compared. The relationships between the n value and hydraulic characteristics

(water depth, size of piers, and transverse and longitudinal intervals of piers) were

assessed. Aburaya and Imamura [2002] mentioned that the drag effects depend on

shapes and alignments of buildings and unsteadiness of the flow, and presented

an experimental result including longitudinal drag interaction in a wave channel.

The present study proposes a general formula taking into account transverse drag

interaction as well as longitudinal drag interaction of square unsubmerged rigid piers

spaced at equal intervals.

In addition, as an application of the semi-analytical n formula, we performed a

simulation of inundation at Imwon Harbor due to the 1983 Tsunami that occurred

in the East Sea (Sea of Japan), the most destructive tsunami in the history of Korea.

For this simulation, we utilized a linear Boussinesq-type wave equation model with

a dispersion-correction technique for deep water propagation [Yoon et al., 2007] and

a nonlinear shallow-water equation model [Lim et al., 2008] incorporating a moving

boundary technique [Yoon and Cho, 2001] for inundation.

For this study, which investigated the equivalent resistance coefficient incorporat-

ing drag effects as well as bottom friction effect in a region with square unsubmerged

rigid piers aligned in rows, we integrated and analyzed the results reported partially

in Choi et al. [2009a, b], Kwon et al. [2010], and Bae et al. [2010] along with new

results.
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2. Theory

In a fully developed open channel flow with resistant bodies (such as unsubmerged

rigid piers) the total flow resistance can be expressed by bottom friction and form

drags of the bodies if the friction and the drags act independently and the flow

is steady and uniform under the large eddy mean flow-concept. The momentum

equation of equilibrium can be written as:

ρgAL sin θ − τsPL−NFd = 0 , (1)

where g is gravitational acceleration, A is the cross-sectional flow area with neglect-

ing resistant bodies, sin θ is the channel slope, which is equal to the energy slope

Sf for uniform flow, τs ≡ Fs/PL is the bottom shear stress, and N is the number

of identically-shaped resistant bodies. The frictional resistance (Fs) and the drag

resistance (Fd) can be replaced by Fs = CfρV
2PL/2 and Fd = CDρV

2Ap/2, where

Cf is the skin-friction coefficient, CD is the drag coefficient, ρ is water density, V

is the approach velocity averaged over the cross-section, P is the wetted perimeter,

L is channel length, and Ap is the projected area of a resistant body. Note that

Eq. (1) implies that we ignore a possible interaction effect between the friction and

the drag and overestimation of the bottom friction due to the place in which the

bodies situated. If the resistant bodies are longitudinally and transversely aligned,

the number of bodies N can be divided into NF in the longitudinal direction and

NT in the transverse direction, i.e. N = NT ×NF . From Eq. (1), the energy slope

Sf can be written as:

Sf =

(

Cf

Rh
+

NFCD

L

NTAP

A

)

V 2

2g
, (2)

where Rh = A/P is the hydraulic radius. Assuming that the bodies are unsubmerged

piers, substituting Eq. (2) into the Manning’s equation (i.e. n2 = SfR
4/3
h /V 2), and

using the relations such as Cf = f/4, NF /L = 1/(s + b), r0 = 1 − NTAp/A, and

nb =
√

fh1/3/8g, the equivalent resistance coefficient (n), which is the value of n

including the drag effect exerted by the piers as well as the bottom friction, can be

written as:

n =

√

n2
b + CD

1− r0
1 + s/b

(

h

b

)(

h1/3

2g

)

, (3)

where f is the friction factor, s is the interval space in the longitudinal direction,

b is the width of piers in the flow direction, r0 is the porosity with respect to the

cross-sectional flow area, nb is the Manning’s roughness coefficient for the bottom

of channel, and h is water depth (Rh = h for a wide channel). As mentioned earlier,

Eq. (3) requires the assumption that drags caused by piers act independently.

However, if the interval spaces between the piers are insufficient, changes in flow

occur due to interaction with adjacent piers. In other words, the drag resistance
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of a pier influences the approach velocities of backward adjacent piers and their

drag resistances. The hydraulic interaction between the piers can be called as “drag

interaction.” Therefore, we introduce a drag interaction coefficient CDI in order to

consider the effect of the drag interaction. Using the drag interaction coefficient CDI,

Eq. (3) is rewritten as:

n =

√

n2
b + CDICD

1− r0
1 + s/b

(

h

b

)(

h1/3

2g

)

. (4)

Intuitively, it can be said that the drag interaction coefficient CDI is a function of

various parameters related to shape, projected area, placement, intervals of resistant

bodies, water depth, Reynolds number, bottom roughness, and so on. However, in

this study, CDI is assumed to be dependent only on the interval and size of the

pier within the turbulent region, Re > O(104), in which the drag coefficient CD is

constant for a square pier. The Reynolds number can be defined as Re = V b/ν,

where ν is the kinematic viscosity. This assumption will be discussed later in the

context of experimental results.

Since the interaction between piers aligned in the longitudinal direction (the

mean flow direction) do not operate according to the same mechanism as the inter-

action in the transverse direction, the drag interaction coefficient CDI is calcu-

lated as:

CDI = CDITCDIF , (5)

where CDIF is the longitudinal drag interaction coefficient and CDIT is the transverse

drag interaction coefficient. The longitudinal drag interaction coefficient CDIF was

empirically estimated to be a function of s/b using previously published experimental

data [Choi et al., 2009a], and was written as:

CDIF = 1− 0.95 exp

(

−0.39

(

s

b

)1.8)

. (6)

The analysis of previously published experimental data, which yielded an empirical

Eq. (6) for the longitudinal drag interaction coefficient, will be discussed in detail

later in this paper. The transverse drag interaction coefficient CDIT can be estimated

by employing the orifice energy loss coefficient, αs = (1/r0Cc − 1)2, where Cc is the

contraction coefficient, i.e. Cc = 0.6 + 0.4r20 [Mei, 1989], since the mechanism of

resistance (or energy loss) due to an orifice is analogous to that of resistance due

to a gap between piers aligned in the transverse direction. The orifice energy loss

coefficient αs and the contraction coefficient Cc are derived based on the assumption

of a sharp orifice, but the gaps between piers are better described as thick orifices.

Therefore, the previously published thick orifice energy loss coefficient α [Yoon et al.,

2006] was employed and the transverse drag interaction coefficient is written as:

CDIT =
α

CD(1− r0)
for r0 < 0.643 , (7)
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where

α =

[

0.6 + 0.4 exp

(

−
2.5b

w

)](

1

r0Cc
− 1

)2

, (8)

where w represents the pier interval in the transverse direction. If the piers are

square, α can be rewritten as a function of the porosity, i.e. b/w = (1 − r0)/r0.

It should be noted that the transverse drag interaction coefficient CDIT in Eq. (7)

cannot be applied outside of the region where the orifice energy loss coefficient is

applicable. In other words, if the transverse interval space of the piers becomes wide

enough, the drag resistance of piers acts independently and CDIT approaches 1.0.

Thus, if the piers are square, Eq. (7) is available when r0 < 0.643, so that CDIT

should be larger than 1.0, and

CDIT = 1.0 for r0 > 0.643 . (9)

The equivalent resistance coefficient given by Eq. (4) can be slightly modified when

the intervals between piers are equal (s = w) to each other in both longitudinal and

transverse directions. It is rewritten as:

n =

√

n2
b + CDICD(1−R0)

(

h

b

)(

h1/3

2g

)

, (10)

where R0 is the porosity in the horizontal plane, defined as the fraction of flow area

excluding the area of piers in the total plane area and R0 = 1 − (b/(s + b))2. For

the n formula, defined as a function of the plane porosity R0, the drag interaction

coefficient CDIF in Eq. (6) and CDIT in Eq. (7) can be evaluated as a function of R0

by using the following relationships: r0 = 1 −
√
1−R0 and s/b = 1/

√
1−R0 − 1.

In other words, the semi-analytical formula (10) can be evaluated if the roughness

coefficient nb, the plane porosity R0, the width of the pier b, and the water depth h

are known.

3. Laboratory Experiments

3.1. Model setup

Laboratory experiments were performed in order to investigate the effects of drag

interactions between piers and the relationship between the n value and water depth.

We aligned 11.4 cm-wide square piers in 12 m-long and 0.4 m-wide channels as

shown in Fig. 1. The square, unsubmerged and rigid piers were aligned in one row

(r0 = 0.715) or two rows (r0 = 0.43) at longitudinal intervals of 0 ∼ 1.1 m. The

channel was tilted with a slope of 0.001 ∼ 0.01. The downstream weir of the channel

was manipulated to create various (large eddy mean) uniform flows in the range of

discharges of 0.002 ∼ 0.007 m3/s. The uniform flows were confirmed by measuring

three (time-averaged) water depths at up, middle, and downstream points. The

discharges were directly measured through filling a 3.0 m3 tank with water from
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Fig. 1. Schematic diagrams of the laboratory experiment setup with two rows of square piers:
(a) transverse sectional view, (b) plane view, and (c) longitudinal sectional view.

the outflow. The Manning’s n, which is the equivalent resistance coefficient, was

evaluated by substituting observed measurements of channel slope, water depth

and discharge into the Manning’s equation. The experiments were conducted in

the turbulent region, Re > O(104) to maintain a constant drag coefficient CD for

square piers. In order to suppress the transverse resonance of the free surface caused

by vortex shedding, thin smooth walls were installed behind the piers along the

longitudinal space (shown in Fig. 1(b)). The length of the thin smooth walls setup

depending on the intervals of piers, the maximum length is the same as the pier’s

width, and the height is the same as the pier’s height. Note that the effects of friction

due to the side glass walls of the channel and the thin walls were neglected based

on the assumption that when the drag resistance is dominant, the wall friction is

negligible.

3.2. Results

The variations of the n values, as evaluated using measurements of channel slopes,

water depths, and discharges, according to longitudinal intervals between the piers
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Fig. 2. Variation of the n values according to s/b when h = 7 cm. Laboratory data (�), analytical
formula (3) (– – – –) and semi-analytical formula (4) ( ) when r0 = 0.715; laboratory data
(◦), analytical formula (3) ( ), and semi-analytical formula (4) ( ) when r0 = 0.43.

in a 0.07 m-deep uniform flow are presented in Fig. 2. The squares and circles

denote the experimental results when piers were arranged in one row and in two

rows, respectively. The thin dotted line and the thin solid line represent the results

obtained by applying the analytical formula (3) for one-row (r0 = 0.715) and two-

row cases (r0 = 0.43), respectively. The thick dotted line and the thick solid line

represent the results obtained by applying the semi-analytical formula (4) for one-

row and two-row cases, respectively. The formulas were evaluated using nb = 0.012

(smooth steel bottom), CD = 2.1 (square pier), b = 0.114 m, h = 0.07 m, and

w = 28.6 and 8.6 cm for one-row and two-row cases, respectively.

First, the experimental results were compared with the results of calculations

using the analytical formula (3), which neglects the drag interaction effect and cor-

responds to Eq. (4) with CDI = 1. The thin dotted line representing the one-row

case (r0 = 0.715) agrees with the data observed in experiments with sufficient longi-

tudinal space, i.e. approximately s/b > 4, while the line disagrees with the data

within s/b < 4. From this comparison, it can be inferred that when s/b > 4, the

data is not influenced by the drag interactions of piers in the longitudinal direc-

tion, but when s/b < 4, the data is influenced by drag interactions. It can also be

inferred that when r0 = 0.715, the data was not influenced by the drag interactions

of piers in the transverse direction. This agrees with the assumption that when

r0 > 0.643 (for square piers), CDIT = 1 (see Eqs. (7) and (9)). The thin solid line

(r0 = 0.43) is not consistent with the data observed over the entire range for the

two-row case because of the transverse and longitudinal drag interaction effects of

the piers.
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Fig. 3. Variation of the n values according to s/b when r0 = 0.43. Laboratory data (◦) and semi-
analytical formula ( ) when h = 9 cm; laboratory data (�) and semi-analytical formula
( ) when h = 7 cm; laboratory data (•) and semi-analytical formula ( ) when h = 5 cm;
laboratory data (�) and semi-analytical formula (– – – –) when h = 3 cm.

Next, the experimental results were compared with the results of calculations

using the semi-analytical formula (4), which includes the drag interaction effects

by incorporating the longitudinal drag interaction coefficient CDIF in Eq. (6) and

the transverse drag interaction coefficient CDIT in Eq. (7). The thick dotted line

representing the one-row case (r0 = 0.715) indicates the results obtained by applying

the semi-analytical formula (4) with Eq. (6) for CDIF and CDIT = 1. The thick solid

line representing the two-row case (r0 = 0.43) indicates the results of applying the

semi-analytical formula (4) with Eq. (6) for CDIF and CDIT = 3.08. The value 3.08

for the transverse drag interaction coefficient CDIT was evaluated by using Eq. (7)

with r0 = 0.43. For both one-row and two-row cases, the experimental data and the

semi-analytical formula, including the drag interaction effect, agree well with each

other.

The comparisons between experimental data and results derived using the semi-

analytical formula (4), for various water depths, are shown in Fig. 3. The symbols

represent experimental data obtained by using two rows (r0 = 0.43) of square piers in

0.03, 0.05, 0.07, 0.09 m-deep uniform flows. The lines were obtained using the semi-

analytical formula (4) with nb = 0.012 (smooth steel bottom), CD = 2.1 (square

pier), b = 0.114 m, CDIT = 3.08, and Eq. (6) for CDIF. When the water depth was

varied, the results obtained using the semi-analytical formula, including the effects

of drag interaction, agreed well with the experimental data.

Based on the observed agreement, it can be said that the empirical coefficients

CDIF and CDIT are valid under the experimental conditions and that the longitudinal

drag interaction coefficient CDIF strongly depends on the longitudinal interval per
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unit pier width (s/b) regardless of the change in porosity (r0) or the water depth (h).

Even though two (one-row and two-row) different cases were not sufficient to verify

formula (7) for CDIT, it is expected that the transverse drag interaction coefficient

CDIT strongly depends on porosity (r0) regardless of the change in the longitudinal

intervals (s/b) or the water depth (h). Note that in order to verify formula (7) for

the transverse drag interaction coefficient CDIT, we performed three-dimensional

simulations with various porosities. The results are presented later in this paper.

The experimental data and the results derived using the semi-analytical formula

for n suggest the following. For s/b < 4 (i.e. for an insufficient longitudinal space),

the resistance of upstream piers affects the resistance of downstream piers, since

the approach velocity decreases due to the turbulent eddies. At s/b ≈ 2.2, the n

value reaches its maximum. For s/b < 2.2, the n value decreases as the longitudinal

space between the piers is reduced. For s/b > 2.2, the n value decreases, because

the number of piers per unit longitudinal length decreases. As shown in Eq. (4), the

n value increases as porosity decreases.

In the absence of the drag effects of resistant bodies, the Manning’s roughness

coefficient (nb) is almost independent of water depth as long as the ratio of bottom

roughness height to water depth is small. And, when the resistant bodies are present,

the Manning’s roughness coefficient (nb) due to bottom roughness is negligible and

thus the n value is proportional to water depth to the 2/3 power, h2/3 in Eq. (3)

or (4). The relationship between water depth (h/b) and n is presented in Fig. 4.

Figures 4(a) and 4(b) show the results using one-row and two-row cases, respectively.

The symbols denote the experimental data and the lines denote the results calculated

Fig. 4. Variation of the n values according to h/b. (a) One-row case (r0 = 0.715): laboratory data
(◦) and semi-analytical formula ( ) when s/b = 0.316, laboratory data (�) and semi-analytical
formula ( ) when s/b = 0.754, laboratory data (△) and semi-analytical formula ( ) when
s/b = 4.386; (b) two-row case (r0 = 0.43): laboratory data (◦) and semi-analytical formula ( )
when s/b = 0.535, laboratory data (�) and semi-analytical formula ( ) when s/b = 2.175,
laboratory data (△) and semi-analytical formula ( ) when s/b = 6.14.
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using the semi-analytical formula (4). The experimental data and the semi-analytical

formula show reasonable agreement. As the water depth increases, (i.e. the projection

area of resistant piers increases), the n value increases. However, a larger number

of additional experimental cases with deeper water depths are necessary in order

to verify that the n value increases with water depth to the 2/3 power due to the

unsubmerged piers, as reported previously. Three-dimensional simulations of these

cases were performed and the results will be presented later in the next section.

4. Three-Dimensional Numerical Experiments

4.1. Model setup

For three-dimensional numerical experiments, the Reynolds Averaged Navier–Stokes

(RANS) equation model of FLOW-3D, a computational fluid dynamics code, was

employed. We chose the Generalized Minimal Residual Solver (GMRES) scheme for

pressure-velocity coupling, and the first order upwind scheme for discretization of

the momentum equation. The VOF model was chosen for free surface, the Fractional

Areas/Volumes Obstacle Representation (FAVOR) was chosen for efficient geometry

definition. And the standard k−ε model with the standard wall function was chosen

for the turbulence model. The constants required for the turbulent model followed

its default values in the simulations presented in this study. A detailed description

of the code and its theoretical background can be found in the FLOW-3D manual

[Flow Science, Inc., 2000]. The results of numerical experiments were compared

with observed experimental data prior to investigation, in order to validate the

performance of the code in the experimental conditions.

To model square piers that are aligned in rows, the computational domain was

assumed to include half of a 11.4 cm-wide square pier as shown in Fig. 5(a). Sym-

metry boundaries and periodic boundaries were chosen as shown in Fig. 5(b). For

upstream and downstream boundaries, the periodic boundary condition, which inter-

connects data such as velocity components and water fractions between the two

boundaries, was set to model infinite numbers of piers in the longitudinal direction

and to achieve a fully developed and uniform flow as in an infinitely long channel.

For lateral boundaries, the symmetry boundary condition was set to model infinite

numbers of rows in the transverse direction. The smooth wall (no-slip) condition

was set for the bottom boundary and the pressure outlet condition was set for the

upper boundary. The channel slope of 0.0049 was set by increasing the x-component

gravity. The water depth, which was less than the pier height, was determined by

the initial water fraction. The computational grids were 0.0028 m in all directions.

As in the laboratory experiment, the Reynolds number was maintained in the region

Re > O(104) so that the drag coefficient of the square pier would remain constant.

The n value was calculated by substituting the channel slope, the computed water

depth, and discharge into the Manning’s equation.
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Fig. 5. Schematic diagrams of the numerical experiment. (a) Computational domain and (b) bound-
ary conditions.

4.2. Results

For the purpose of validating the performance of the three-dimensional model, we

simulated the two-row (r0 = 0.43) case that was examined during the laboratory

experiments, and compared the simulation results with the laboratory data. For

this simulation, the longitudinal pier intervals were set in the range from 0.023 to

0.912 m with two uniform water depths, 0.05 and 0.09 m.

Figure 6 shows the distribution of n values for various longitudinal pier intervals

(s/b) for both h = 0.05 m and h = 0.09 m. In this figure, the solid symbols denote

the simulation data, the empty symbols denote the laboratory experimental data,

and the lines denote the semi-analytical formula. The formula used to calculate n

was evaluated by assuming values of nb = 0.012 (smooth steel bottom), CD = 2.1

(square pier), b = 0.114 m, r0 = 0.43, h = 0.05 or 0.09 m, and the formulas of CDIF

in Eq. (6) and CDIT in Eq. (7). The results of the three different approaches agreed

well with each other, which implies that all three are reliable, and by extension that

the results of the three-dimensional numerical simulations are reasonable, at least

under the present experimental conditions.

In the previous section, investigations of the relationship between the equivalent

resistance coefficient and the longitudinal pier interval in cases with porosity r0 =

0.715 and 0.43 were presented. Using the three-dimensional numerical model, the

additional cases with porosity r0 = 0.55 and 0.3 (with h = 0.09 m) were simulated for

various longitudinal pier intervals (s/b = 0.2 ∼ 8.0) and the results were compared

in Fig. 7 with those derived using the semi-analytical formula (4). The porosities

(r0 = 0.55 and 0.3) of the cases are smaller than 0.643 (see Eqs. (7) and (9)),

and in these cases, the transverse drag interactions affect the total flow resistance.
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Fig. 6. Variation of the n values according to s/b when r0 = 0.43. Laboratory data (�), numerical
data (�), semi-analytical formula ( ) when h = 0.05 m; laboratory data (◦), numerical data
(•), semi-analytical formula ( ) when h = 0.09 m.

Fig. 7. Variation of the n values according to s/b when h = 0.09 m. Numerical data (◦), semi-
analytical formula ( ) when r0 = 0.3; numerical data (�), semi-analytical formula ( )
when r0 = 0.55.

In Fig. 7, the symbols denote the results of numerical experiments, and the lines

denote the n values obtained using the semi-analytical formula (4). The results

show good agreement in each case, which confirms that the relationship between the

equivalent resistance coefficient and the longitudinal pier interval assumed by the

semi-analytical n formula (4) is reasonable. In other words, the empirical formula (6)

for the longitudinal drag interaction coefficient is found to be valid in various porosity
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Fig. 8. Variation of the n values according to r0 when h = 0.09 m. Numerical data (◦), semi-
analytical formula ( ) when s/b = 5.0; numerical data (�), semi-analytical formula ( )
when s/b = 8.0.

cases. The agreement also indicates that the relationship between the equivalent

resistance coefficient and porosity r0 assumed by the semi-analytical n formula (4)

is reasonable. In other words, the transverse drag interaction coefficient (7), which

is based on the orifice energy loss coefficient in the range r0 < 0.643, was found to

be valid for various longitudinal intervals.

Since the orifice energy loss coefficient increases as porosity decreases, the effect

of the transverse drag interaction becomes stronger and the equivalent resistance

coefficient becomes larger as the transverse interval space decreases. To illustrate this

variation, the variation in the equivalent resistance coefficient according to porosity

(transverse pier interval per unit channel width) is presented in the following figures.

Figure 8 represents the change in n for various porosities in cases with s/b = 5.0

and 8.0, in which the longitudinal drag interaction can be neglected (i.e. CDIF = 1)

because s/b > 4.0, as mentioned earlier. The water depth was 0.09 m. The symbols

denote the data derived from the numerical experiment and the lines denote cal-

culations using the semi-analytical n formula. There is a discontinuity on the line

of the semi-analytical formula because the transverse drag interaction coefficient

CDIT was evaluated using Eq. (7) when r0 < 0.643 and CDIT = 1 when r0 > 0.643.

Within the range in which the longitudinal drag interaction can be neglected (i.e.

s/b > 4.0), the results of numerical simulation agree well with the values of n derived

using the semi-analytical formula (4) including the transverse drag interaction co-

efficient. Thus, it can be said that the transverse drag interaction coefficient, which

was derived based on the orifice energy loss coefficient, is valid in this experimental

range. In the figure, it can be seen that the n value decreases as the porosity in the

transverse direction increases, because the orifice energy loss coefficient decreases as

the porosity increases.
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Fig. 9. Variation of the n values according to r0 when h = 0.09 m. Numerical data (◦), semi-
analytical formula ( ) when s/b = 2.2; numerical data (�), semi-analytical formula ( )
when s/b = 1.0; numerical data (△), semi-analytical formula ( ) when s/b = 0.5.

Figure 9 represents the values of n for various porosities (0.215 ∼ 0.55) in cases

with s/b = 2.2, 1.0, and 0.5, in which the longitudinal drag interaction cannot be

neglected because s/b < 4.0. The water depth was 0.09 m. The symbols denote

the results of numerical experiments and the lines denote the results derived using

the semi-analytical formula. To calculate n using the semi-analytical formula, the

transverse drag interaction coefficient CDIT was evaluated using Eq. (7) when r0 <

0.643 and CDIT = 1 when r0 > 0.643 as mentioned earlier. The numerical results are

in good agreement with n derived using the semi-analytical formula (4) including the

transverse drag interaction coefficient. The transverse drag interaction coefficient is

also valid in the range when the longitudinal drag interaction cannot be neglected

(i.e. s/b < 4.0).

In the previous section, we presented the n values according to water depth

(h/b) observed during the laboratory experiments. However, as mentioned above,

experiments with larger water depth are needed for verification of the relationship

between the n value and water depth in Eq. (4). Due to limitations in the laboratory

facilities, three-dimensional numerical experiments were performed for conditions

in which the drags of the unsubmerged piers interact with each other at deeper

water depths than those observed in the laboratory experiments. The porosity was

r0 = 0.43, the longitudinal pier intervals were s/b = 0.754, 2.175, and 4.386, and

the water depths ranged from 0.0285 to 0.342 m. Figure 10 shows numerical results

(filled symbols), laboratory observations (empty symbols), and the semi-analytical

approaches (lines). The semi-analytical results were obtained using Eq. (4) with

CDIT = 3.08 from Eq. (7) and CDIF = 0.25, 0.80, 1.0 from Eq. (6) with s/b =

0.754, 2.175, and 4.386, respectively. It can be said that when s/b = 0.754 and
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Fig. 10. Variation of the n value according to the water depth h/b when r0 = 0.43. Laboratory
data (◦), numerical data (•) and semi-analytical formula ( ) when s/b = 0.754; laboratory
data (�), numerical data (�), and semi-analytical formula ( ) when s/b = 2.175; laboratory
data (△), numerical data (N), and semi-analytical formula ( ) when s/b = 4.386.

2.175 both transverse and longitudinal drag interactions are involved, while when

s/b = 4.386 only transverse drag interaction is involved. As shown, the results of the

three different approaches agreed with each other. The simulations and the semi-

analytical results show good agreement for water depths deeper than the laboratory

setup would allow. This agreement confirmed that when unsubmerged square piers

are aligned in rows in fully developed turbulent open channel flow, the equivalent

resistance coefficient n is proportional to the 2/3 power of water depth as shown by

the semi-analytical formula (4).

5. Application: Simulation of Tsunami Inundation

The most destructive tsunami in the history of Korea was the 1983 Tsunami. It was

generated by an M7.7 earthquake off Akita coast of Japan. This tsunami struck the

east coast of Korea and caused two casualties and a considerable amount of property

damage to Imwon Harbor (Fig. 11). We simulated the 1983 tsunami inundation at

Imwon Harbor to test the application of the equivalent resistance coefficient by

comparing the simulation results and observed data.

To apply the equivalent resistance coefficient to the inundation simulation, we

chose the semi-analytical formula (10), which is a function of plane porosity R0,

instead of the formula (4). Note that Eq. (10) is equal to Eq. (4) if the transverse

interval (w) is the same as the longitudinal interval (s) of the square piers as men-

tioned earlier. We chose this formula because estimating R0 is easier than estimating

w and s for randomly distributed buildings in the built-up area.
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Fig. 11. Full tsunami simulation domain and location of Imwon (pentagram) Harbor in Korea.

Aburaya and Imamura [2002] proposed an equivalent roughness coefficient for-

mula, which depends on the building occupancy ratio (i.e. 1 − R0), for modeling

tsunami inundation. Their formula is the same as Eq. (4) except for the drag inter-

action coefficient, CDI. As described earlier, Aburaya and Imamura [2002] mentioned

that their drag coefficient should be a function of shapes and alignments of houses

and unsteadiness of the flow. And to investigate the drag interaction effect, they

performed an experimental result using longitudinally aligned piers. However, they

did not propose a general expression for drag interaction effect, and Koshimura et al.

[2009] did not take into account the drag interaction effect among the buildings, i.e.

CDI = 1 in the tsunami simulation. As a result, compared with the present formula

(10), their formula does not take into account the transverse drag interaction, thus,

it does not properly estimate the drag interaction varied according to the building

occupancy ratio.

To see the effect of drag interaction, the variation of the equivalent roughness

coefficient according to the plane porosity R0 is presented in Fig. 12. In the figure,

the present formula is compared with the formula excluding drag interaction (i.e.

CDI = 1) when h = 2.0 m and b = 4.0 m; h = 1.0 m and b = 4.0 m; and h = 1.0 m

and b = 8.0 m as shown in panel (a) panel (b) and panel (c), respectively. From the

1250015-17



August 8, 2012 11:35 WSPC/101-CEJ S0578563412500155

J. Choi, K. K. Kwon & S. B. Yoon

Fig. 12. Variation of the n values according to the plane porosity R0. (a) h = 2.0 m and b = 4.0 m;
(b) h = 1.0 m and b = 4.0 m; (c) h = 1.0 m and b = 8.0 m. The present formula in Eq. (10)
( ) and the formula excluding drag interaction (i.e. CDI = 1.0) (– – – –).

figure, it was found that as the plane porosity decreases (i.e. the building occupancy

ratio increases), the equivalent roughness coefficient increases. Differently from the

n formula excluding drag interaction, the present semi-analytical n formula rapidly

increases when R0 < 0.3 ∼ 0.4

Prior to presenting the simulation, it should be mentioned that the semi-

analytical formulas (4) and (10) are valid only if the buildings are square, unsub-

merged, and arranged at equal intervals and the main turbulent flood flow runs

perpendicular to the aligned buildings. We also assumed that flow was locally uni-

form and stationary. Therefore, the validity of its application to inundation simu-

lations for built-up areas, in which buildings are randomly distributed and sized, is

beyond the scope of the assumptions in this study. However, an approach using the

equivalent resistance coefficient formula may offer a good and efficient approxima-

tion of the built-up area as it takes into account the effects of drag interactions and

drag that increases with water depth.

For the inundation simulation, we utilized a previously published nonlinear

shallow-water equation model [Lim et al., 2008] and applied the semi-analytical for-

mula (10) to this model. As mentioned earlier in this paper, an approach using the

equivalent resistance coefficient that neglects the buildings in the relatively coarse

grid system is more practical and efficient for inundation simulation over built-up

areas than an approach using a fine grid system that resolves each building. The
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Fig. 13. Map of Imwon Harbor. (a) Built-up area and its surroundings for computational domain
with finest grids and (b) areas characterized by their resistant environments.

equivalent resistance coefficient approach was expected to be more accurate than a

conventional approach assuming a constant n that excludes the drag effects of the

buildings. The inundation simulation results were compared with the results of the

other simulation assuming n = 0.025 and the run-up heights observed at locations

L1 and L2 as shown in Fig. 13(a).

5.1. Model setup

For the tsunami simulation, we combined a linear Boussinesq-type wave equation

model with a dispersion-correction technique [Yoon et al., 2007] and a nonlinear

shallow-water equation model [Lim et al., 2008] with a moving boundary tech-

nique [Yoon and Cho, 2001]. The linear Boussinesq-type wave equation was used

to model far-field tsunami propagation simulation in the region where wave dis-

persion is significant. The nonlinear shallow-water equation was used to simulate

near-field tsunami propagation and inundation in the region where nonlinear effects

and energy dissipation of waves are dominant.

Lim et al. [2008] provide details of numerical schemes, initial and boundary

conditions and bathymetry used in the present propagation simulation of the 1983

Tsunami over the East Sea. For the tsunami simulation using five-step grid refine-

ment, finer grid system was nested dynamically into the next coarser grid system
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which has three times a larger grid size. The finest grid system with 4.5 m grid size

resolves Imwon Harbor, and the coarsest grid region includes the East Sea. For the

inundation simulation, the finest grid region was constructed to include the built-up

area with omitting the buildings in Imwon. The time step for the finer grid region

was also 1/3 of that for the coarser grid region, but the time step size for the final

three finest grid regions was chosen equally to reduce numerical diffusion errors

caused by the upwind technique. The time step for the coarsest grid region was 3.0 s

while that for the finest grid region was 0.11 s.

In order to apply the equivalent resistance coefficient to the built-up area shown

in Fig. 13(a), the computational domain was divided into business, residence, road,

sea, river, beach, breakwater, warehouse, and forest areas as presented in Fig. 13(b).

The x (eastward distance) and y (northward distance) coordinates presented in

Fig. 13 were taken in order to demonstrate locations in Imwon Harbor and its

surroundings. The semi-analytical formula (10) was employed for the residence and

business areas, while for the other areas the empirical constant n values were chosen

based on Chow [1959]. The constant n value (i.e. n = nb) was set to 0.025 for

sea, beach, river, and road areas, 0.04 for breakwater area, and 0.08 for forest area.

Since roads in the built-up area play a role in waterway during inundations, the main

roads in the business area was characterized by a constant n value. For the residence

and warehouse areas, the n value was evaluated by using formula (10), where we

used nb = 0.025, R0 = 40%, b = 4 m, and CD = 2.1. For the business area, the n

value was also evaluated with nb = 0.025, R0 = 7%, b = 4 m, and CD = 2.1. The

values of the drag interaction coefficient were obtained with Eqs. (6) and (7) which

can be rewritten as a function of the plane porosity R0. The total water depth h

can be obtained by solving the shallow-water equation at each grid point. For the

built-up area with randomly distributed and sized buildings, the plane porosity R0

was roughly estimated from the densest block in each area and the representative

building width b was estimated from the smallest building in the densest block.

For the comparison purpose, an additional inundation simulation with a constant n

value of 0.025 (a conventional value for flood areas) over the whole inundation area

was conducted.

5.2. Results

A simulated time series of water surface elevations at a gage grid point is presented

in Fig. 14. The gage grid point represented by a hexagram symbol in Fig. 13(a)

is located at the upper-left corner of the harbor. The first tsunami reached Imwon

Harbor 113 min after its generation and the maximum tsunami elevation was 4.5 m,

after 155 min. At this location, the results of the present simulation and the con-

ventional simulation using n = 0.025 are the same.

Figure 15 shows the distributions of maximum water surface elevation obtained

from the present simulation (Fig. 15(a)) and the simulation using n = 0.025
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Fig. 14. Time series of the water surface elevation above MSL at a gage grid point in Imwon Harbor.
Present simulation ( ) and simulation with n = 0.025 ( ).

Fig. 15. Observed inundation boundary (×) and distribution of the maximum water surface eleva-
tion above MSL (unit: m). (a) Present simulation; (b) simulation with n = 0.025.

(Fig. 15(b)). In the seawater region shown in Figs. 15(a) and 15(b), the distri-

butions of the two simulations are similar to each other. The inundation regions

of the two simulations, however, show a significant difference. The inundation area

calculated with the present equivalent n value is limited by the blocking effect due

to front buildings and agrees well with the observed inundation boundary presented
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Fig. 16. Profiles of the maximum water surface elevation along a cross-section at x = 530 m. Present
simulation ( ) and simulation with n = 0.025 ( ).

by cross symbols in Fig. 15. On the other hand, the conventional simulation with a

constant n value gives a complete inundation over the whole business area.

Figure 16 shows the cross-sectional profiles of maximum inundation elevation.

The profile obtained from the present simulation using equivalent n value shows the

blockage effect due to drags of the front buildings, but the other profile calculated

using the constant n value does not show this effect. The result representing the

blockage effects due to buildings are similar to the result of investigation using

emergent vegetation presented in Yanagisawa et al. [2009].

Figure 17 presents a simulated time series of water surface elevations at the

location of Samwon restaurant (shown in Fig. 15). The maximum water surface

elevation reached at the location around 155 min after the generation. The minimum

elevation 2.0 m in the time series represents the ground level at the location. At this

Fig. 17. Time series of the water surface elevation above MSL at the location of Samwon restaurant
(presented by L1 in Fig. 11). Present simulation ( ) and simulation with n = 0.025 ( ).
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Table 1. Observed and computed run-up heights above MSL.

Computation with the Computation with the
Location Observation constant n value equivalent n value

L1 Samwon restaurant 4.20 m 4.04 m 4.26 m
L2 Geobuk grocery store 4.30 m 4.12 m 4.41 m

location, the result of the present simulation is larger than that of the conventional

simulation using n = 0.025 because of the blockage effect due to drags of the front

buildings.

Table 1 indicates a comparison among the observed run-up heights and the

results of the present simulation and the simulation using the constant n value (i.e.

n = 0.025). The locations of run-up observation points L1 and L2 are presented in

Fig. 13(a). The results obtained using the equivalent resistance coefficient are within

the range of approximately 4.2 ∼ 4.4 m at the observation locations and are close

to the observed run-up heights.

6. Conclusion

The equivalent resistance coefficient (n) was investigated and applied to inundation

simulations over a built-up area using a relatively coarse grid system. To investi-

gate the n value, a semi-analytical formula was derived from momentum analysis

including drag and drag interaction effects being evaluated, assuming square unsub-

merged rigid piers aligned in rows. Both laboratory and numerical experiments were

conducted for aligned piers in open channel turbulent flows. From the comparisons

between the results derived using the semi-analytical formula and from the experi-

ments, we found that the n value is strongly dependent on the intervals between

the piers, and elucidated the relationships between n and hydraulic characteristics

such as water depth and intervals between piers. When the longitudinal interval

space becomes narrower than four times the pier width, drag interaction plays a

role in decreasing the total resistance in comparison with the case of sparse arrange-

ment. As the longitudinal interval space becomes narrower than 2.2 times the pier

width, the n value decreases because of the longitudinal drag interaction. As the

longitudinal interval space becomes wider than 2.2 times the pier width, the n value

decreases also because the pier number per unit channel length decreases. As the

transverse interval space decreases, the n value increases because the pier number

per unit channel width increases and the drag interaction increases the resistance,

analogous to the orifice energy loss mechanism. We confirmed that the equivalent

resistance coefficient n increased with water depth to the 2/3 power. Consequently,

the proposed n formula was found to be accurate under the present experimental

conditions.

In addition, the 1983 Tsunami inundation at Imwon Harbor was simulated using

the n formula proposed in this study and the results were compared with the results
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of simulation using a constant n value as well as reported inundation heights. The

inundation flow simulated using the proposed n formula encountered more resistance

increased with inundation water depth over the built-up area in Imwon than that

derived through the simulation using a constant n value. We found that the results of

the present simulation were more realistic and in better agreement with the reported

inundation heights than the simulation results using a constant n value.

Since the proposed n formula is valid only if the square unsubmerged buildings

are spaced at equal intervals and the main turbulent flood flow runs perpendicular to

the aligned buildings, extended investigations of the equivalent resistance coefficient,

which includes the drag interaction effects exerted by various arrangements and

shapes of buildings, must be conducted.
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