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Abstract. River dynamics involve complex, incompletely understood interactions among flow, sed-
iment transport and channel form. The capacity to predict these interactions is essential for a variety
of river management problems, including channel migration, width adjustment and habitat develop-
ment. To address this need, high-resolution numerical models increasingly are being used by river
engineers, fluvial geomorphologists and river biologists to explore the complexity of river dynamics
and to predict fluvial behavior. This paper presents numerical simulations through a natural meader-
ing river using two different models: a depth-averaged numerical code with secondary flow correction
and a fully 3-D, state-of-the-art, Computational-Fluid-Dynamics (CFD) code. Models predictions
are compared to high-quality 3-D velocity data collected in a highly sinuous reach of the Embarras
River in Central Illinois, showing a successful simulation of the main flow features. Implications for
sediment transport, planform development and habitat structure throughout the reach are analyzed,
demonstrating the potential use of the models as a tool for river management.

Key words: Acoustic Doppler Velocimeter, computational fluid dynamics, depth-averaged model-
ing, meandering rivers, meanders, secondary circulation

1. Introduction

The growing concern about environmental management of river systems has led to
an increasing reliance on numerical simulations to support prediction, design and
decision-making. The traditional focus on a single management objective, such
as flood-control or navigation, is being replaced by multi-objective management
that emphasizes the importance of environmental quality and the need to evaluate
interrelations among hydraulic, geomorphological and ecological components of
river systems over a range of spatial and temporal scales (Frothingham et al., 2002).
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State-of-the-art numerical models provide powerful analytical tools for predicting
river behavior under a variety of management scenarios.

River dynamics involve complex, incompletely understood interactions among
flow, sediment transport and channel form. The capacity to predict these inter-
actions is essential for a variety of river management problems, including chan-
nel migration, width adjustment and habitat development. To address this need,
Computational Fluid Dynamics (CFD) model increasingly are being used by river
engineers, fluvial geomorphologists and river biologists to explore the complexity
of river dynamics and predict fluvial behavior. Until recently, the application of
CFD models was constrained to fairly simple hydrodynamic problems. However,
advances in computational capabilities have led to the use of these models to sim-
ulate flow in a variety of reach-scale river environments, including straight reaches
(Naot et al., 1993; Crowder and Diplas, 2000; Nicholas, 2001), stream confluences
(Weerakoon and Tamai, 1989; Lane et al., 1999; Bradbrook et al., 2002) and river
bends (Wu et al., 1997; Hodkinson and Ferguson, 1998).

The simulation of field-scale conditions with CFD models raises a host of is-
sues that have yet to be adequately resolved. First, the amount and quality of
field data required for domain representation, boundary condition specification
and model calibration/validation increases considerably with model sophistica-
tion. CFD modeling typically requires high-resolution information on the morpho-
logy of hydraulic boundaries, which strongly influence flow behavior. Whereas the
boundaries of artificial systems often can be represented with quantitative expres-
sions that allow an accurate representation of boundary morphology, the complex-
ity of natural-river boundaries often precludes either a mathematical representation
of the boundary or the collection of sufficient field data to capture all details of the
boundary.

The complexity of natural rivers also complicates requirements for flow data.
Advanced CFD models can predict flow in three dimensions, but until recently
field data on 3-D velocity fields were not available. Thus, although a few applic-
ations have predicted flow patterns in natural rivers, these predictions have not
been verified using field data. Advances in measurement technology now allow 3-
D velocity data to be collected in the field (e.g. Rhoads and Sukhodolov, 2001),
thereby providing information for model calibration and verification.

The concern about data quality also includes the issue of representativeness. To
be useful for modeling purposes, an appropriate data set must represent a well-
defined flow condition. For example, CFD models are often utilized to stimulate
steady flows and ideally steady-flow data should be used for model validation.
Conforming to this requirement is not as simple as it may seem for those ac-
customed to working in the laboratory. Current field technology does not allow
‘snapshot’-type measurements of 3-D velocities for an entire river reach. Collection
of a comprehensive set of data can take days, a period during which discharge
will change to some extent and, in some cases, may change considerably. Unlike
measurements in a controlled laboratory environment, field measurements must be
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carefully orchestrated to minimize flow unsteadiness, while recognizing that com-
plete control of flow conditions is impossible. Instead, a balance must be sought
between the amount of data deemed suitable for addressing project objectives and
the uniformity of the conditions under which the data are acquired.

Second, a numerical model should be able to represent the main processes
controlling the flow for a specific situation. In many cases, the treatment of tur-
bulence, boundary roughness and the water surface can have important effects
on model predictions. k-ε isotropic turbulence closures perform reasonably well
in many natural flows, but a more elaborate closure scheme in necessary in re-
gions of high shear where turbulence anisotropy is important, like shear layers
at confluences (Bradbrook et al., 1998; Sukhodolov and Rhoads, 2001) and sep-
aration zones in meanders (Hodkinson and Ferguson, 1998). Roughness in most
models is accounted for using wall functions, which result in maximum turbulent
kinetic energy (TKE) levels at the bed. While this assumption is acceptable for
sand bedded streams, rivers with gravel or cobbles have high relative roughness,
which has been shown to produce a displacement of the peak TKE away from
the bed (López, 1997). Empirical modifications of wall functions (López, 1997),
high-resolution bed-elevation data (Nicholas, 2001) or artificial-porosity (Olsen
and Stokseth, 1995) may be needed to capture this effect. The rigid-lid assumption
has been used extensively to account for the water surface in river simulations. This
approach replaces the general non-planar free surface with a virtual parallel to the
channel bed (Leschziner and Rodi, 1979). Displacements of the free surface can be
obtained from pressure computations at the lid, but the results are only acceptable
for superelevations of less than 10% of the total channel depth. A more accurate
treatment of the water surface is required when the flow is near critical conditions
and either surface waves or hydraulic jumps develop.

Third, because of the large amount of information manipulated, either during
the preparation of the simulation or at the time of analyzing the model results,
data pre- and post-processing procedures are as important as modeling consider-
ations in assessing model performance. Efficient and reliable procedures must be
developed to ensure congruence between physical and computational domains. For
example, topographical data collected in the field typically are irregularly spaced,
whereas computational grids are usually structured. As a result, data pre-processing
is required to interpolate information at computational nodes from the surveyed
data. If an interpolation method is applied without consideration of its underly-
ing assumptions, it can generate artificial features in regions where information is
scarce. Accurate interpolation is also necessary when extracting results at specific
locations from the massive volumetric output generated by the model.

All of the major challenges for CFD modeling of natural-river processes are
manifested in the application of these models to meandering rivers. Although me-
andering is a characteristic property of many streams throughout the world, the
underlying processes governing this phenomenon have yet to be adequately elucid-
ated and changes in meanders at the reach scale have yet to be accurately predicted.
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The complexity of meandering centers on the highly three-dimensional nature of
fluid movement and the interaction between the 3-D motion and channel curvature
via the mechanics of sediment transport and bank erosion. Three dimensionality
of the flow results from the local imbalance over depth between curvature-induced
centrifugal forces and the counteracting pressure-gradient force generated by su-
perelevation of the water surface along the outer bank of the bend (Yen and Yen,
1971; Dietrich, 1987). This local force imbalance leads to helicity of the flow that
is expressed as a circulation in a plane perpendicular to the local channel direc-
tion. Over depth, 3-D time-averaged vectors shift systematically in alignment, with
near-surface vectors oriented toward the outer bank and near-bed vectors oriented
toward the inner bank. Patterns of 3-D fluid motion within meandering rivers have
been related to meander development and evolution (Rhoads and Welford, 1991).
Of particular importance is the effect of curvature on enhancing velocity mag-
nitudes close to the outer bank. In bends, near-bank velocities govern both erosion
of the outer bank and aggradation of the inner bank, and are used to compute
migration rates in models of planform evolution (Ikeda et al., 1981; Johanesson
and Parker, 1989; García et al., 1994). Flow in a natural meandering channel also
interacts with other topographic features, generating a wide variety of 3-D patterns
of fluid motion as water moves through pools, riffles and emergent vegetation or
around point bars, slump blocks and large woody debris. This geomorphic diversity
provides a variety of habitat elements for aquatic organisms and has been related to
fish abundance and biomass (Frothingham et al., 2001), providing an established
linkage among stream geomorphology, hydraulics and ecology.

This paper presents numerical simulations of flow through a natural meandering
river using two different models: a depth-averaged numerical code with secondary
flow correction and a fully 3-D, state-of-the-art Computational-Fluid-Dynamics
(CFD) code. The scale of the problem examined here is in the overlapping do-
main of applicability of the two models, providing a basis for moving from these
simulations both to larger- and smaller-scale analyses. The 2-D model generates
only depth-averaged results and can be applied to large spatial domains, while the
3-D model generates a complete and detailed picture of the flow field, but at the
expence of considerable computational time. In fact, the numerical simulation is
rather ambitious for application of a full 3-D CFD model, as demonstrated by the
lack of previous simulations at the scale and degree of complexity of the reach
examined in this study. Neither of the models has been applied at the field-scale
using data for a natural meandering stream. Computational grids for both models
are developed using field data on channel topography for a highly sinuous reach
of the Embarras River, a small meandering stream in East Central Illinois. Hy-
draulic boundary conditions are based on measured flows in the reach and model
predictions are compared to 3-D velocity data collected in the reach.
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2. Numerical Models

2.1. STREMR

STREMR is a hydrodynamic model developed at the Waterways Experimental
Station of the U.S. Army Corps of Engineers (Bernard, 1993). It solves the depth-
averaged incompressible Navier-Stokes equations in a curvilinear grid using finite
volumes. Conservation of momentum and mass are given, expressed herein in
Cartesian coordinates for the sake of simplicity, respectively by (Bernard, 1993):

∂ui

∂t
+ uj

∂ui

∂xj

= − 1

ρ
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∂xi
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where ui is the depth-averaged velocity component in the i-th direction (i goes
from 1 to 2, with components u and v), t is the time, xi is the spatial coordinate in
the i-th direction (namely x and y), ρ is the density, p is the pressure, and h is the
water depth. In turn, Ti , Xi , and Si refer to the viscous, friction and secondary-flow
forces in the i-th direction. Viscous forces have been parameterized as follows:
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with νt referring to the depth-averaged kinematic eddy viscosity.
The friction force is represented through Manning’s n,

Xi = Cf

h
ui|u| = gn2

h4/3
ui |u| , (5)

where |u| is the modulus of the depth-averaged velocity vector, and Cf is the
friction coefficient.

Finally, the secondary-flow force is given by:

Si≈ 1

ρ

ui

|u|
[
h−1n·∇(hτs) + 2

τs

r

]
, (6)

where τs is the depth-averaged shear stress produced by the secondary circula-
tion, n is the unit vector normal to the velocity vector, and r is the streamline
curvature radius. Turbulence stresses are simulated using a k-ε model (Rodi, 1984)
and secondary stresses are accounted for by solving an additional equation for �,
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a surrogate for the depth-averaged streamwise vorticity. The transport equations
for the depth-averaged turbulence kinetic energy, k̃, dissipation rate, ε̃, and � are
(Bernard, 1993):
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where c1, c2, σk, σε, As and Ds are empirical coefficients. The turbulent kinetic en-
ergy and the turbulence dissipation rate are combined to compute the eddy viscosity
as:

ν̃t = cν

k̃2

ε̃
, (10)

where cν is also empirically obtained. In turn, � is related to the depth-averaged
streamwise vorticity, ωs , by:

� = c2ω

ωs

12
, (11)

with c2ω being a constant of proportionaliy. Note that ν̃t , k̃ and ε̃ correspond to a
depth-averaged formulation and are different from the local values of νt , k and ε

used in a 3-D analysis.
The water surface is approximated as a rigid lid, and the pressure in this surface

is then converted to water-surface elevation values. The equations are solved in a
curvilinear boundary-fitted grid, which requires the use of a grid generator. Results
of the model show a reasonable agreement with measurements on laboratory bends
(Bernard, 1993), and on a braided river (Lane et al., 1995).

2.2. FLOW-3D®

FLOW-3D®, developed by Flow Science, Inc., solves the fully 3-D transient Navier-
Stokes equations by a finite-volume-finite-differences method in a fixed Eulerian
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rectangular grid. The model adopted in this case is based on the numerical integra-
tion of the conservation equations for momentum and mass, in the following form
(again, in Cartesian coordinates):
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where ui is the velocity component in the i-th direction (i goes from 1 to 3), t is
time, xi is the spatial coordinate in the i-th direction, p is the pressure, ρ is the
local density, Gi are the body accelerations (coming from body forces), τij are
the viscous stresses and τbi is the wall shear stress (only activated close to solid
boundaries).

Although not specifically devised for river problems, the model includes fea-
tures that are important for the simulation of open channel flows in natural and
artificial basins, which allow for an accurate treatment of turbulence, water surface
and solid boundaries. If the Reynolds-averaged Navier-Stokes (RANS) equations
are solved, a variety of turbulent closures can be chosen, including mixing length
theory, one equation model, two equation (k-ε) model and Renormalization Group
Theory (RNG). This last closure represents an improvement over the standard k-
ε model – widely used in computational hydraulics during the seventies – and
performs better in situations of high shear and separation zones. The RNG turbulent
closure is represented by the following transport equations for k and ε:
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where νt is the eddy viscosity, µ is the dynamic viscosity of the fluid and cε1, cε2, c3,
αk, αε, η0 and cµ, are constants. The RNG theory predicts cε1 = 1.42, cε2 = 1.68,
c3 = 0.012, η0 = 4.38 and cµ = 0.085, whereas αk and αε are of order 1. In this
model, turbulence is more sensitive to the mean rate of strain than the standard k-ε
model, due to the presence of the term R.

Free surface boundaries and fluid interfaces are treated using the Volume-of-
Fluid (VOF) technique (Hirt and Nichols, 1981). The free surface is not only
unknown in 3-D computations, but it also acts a boundary for the problem. The
matter is not only one of locating the free surface in a 3-D Eulerian grid, but also
of keeping a sharp representation of the interface and, overall, doing it effectively
in terms of computational time. VOF is based on the definition of a function F

(volume fraction), whose value at any grid-point is 1 if occupied by fluid and 0 if
not. F is, then, a continuous function bounded by 0 and 1, and it is governed by the
following convection transport equation:

∂F

∂t
+ ∂(Fuj )

∂xj

= 0 . (19)

A null tangential stress boundary condition is imposed at the free surface. The
VOF technique is both accurate and effective, since it only requires computation
and storage of one additional variable (F ). A discussion about the issues related to
the VOF method can be found in Bombardelli et al. (2001).

Another distinctive feature of the model, the Fractional – Area – Volume –
Obstacle – Representation (FAVOR) technique (Hirt and Sicilian, 1985), allows
for the definition of solid boundaries within the Eulerian grid. FAVOR determines
fractions of areas and volumes (open to flow) in partially blocked volumes, for
the computation of fluxes in concomitance with those boundaries. In this way,
the process of defining boundaries and obstacles is done independently of grid
generation, avoiding saw-tooth representation or the use of body fitted grids. In
fact, the geometry can be defined using a built-in ‘solid modeler’, which includes
quadratic functions that represent objects, or it can be externally provided through
CAD or ANSYS formats. Once the geometry has been defined, the computational
mesh is constructed indepently, with the possibility of densification in zones of the
domain of particular interest.

3. Application

3.1. THE FIELD SITE

The Embarras River originates at the southern edge of Champaign-Urbana, Illinois
and flows south through a low-relief agricultural landscape. The study site con-
sists of a 70 m long meander loop within a highly sinuous section of the river
(Figure 1). Over the past 60 yr, this loop has evolved from a simple bend into
a double-headed loop, or composite bend. The current configuration consists of
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Figure 1. Aerial photo of the Embarras River showing the experimental site.

two separate consecutive bends curving in the same direction connected by a short
straight reach (Figure 2). The field data used to evaluate the predictive capabilit-
ies of the numerical models consist of topographic survey information and 3-D
velocity measurements obtained within the study reach on 5 and 8 June 1998
(Frothingham, 2001). Low-flow conditions (approx. 1 m3 s−1) prevailed during
the measurements. The reach was surveyed at 14 cross sections (numbered 1 to
14 in Figure 2) spaced approximately every 5 m, and oriented orthogonally to the
bankfull channel direction. Elevations were referred to a local datum and ranged
from 8 to 10 m. Transverse spacing of the topographic survey locations was typ-
ically 0.5 to 1.0 m, except where abrupt changes in slope dictated a finer spacing.
Three-dimensional velocity measurements were collected with an Acoustic Dop-
pler Velocimeter (ADV) at 10 of the 14 cross sections (4–9, 11–14). Velocities
were measured at several verticals (seven to eight) and at several points in the
vertical (two to eight) over a time interval long enough to ensure 60–90 sec of
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Figure 2. Plan view of the experimental reach showing contour lines and location of the cross
sections.

representative measurements at each point, using a 25 Hz sampling frequency. The
bed sediment is a mix of sand and small gravel throughout the reach with a mean
grain size of 0.84 mm.

3.2. THE COMPUTATIONAL DOMAIN

One of the most difficult tasks, when applying a model to a flow in a natural envir-
onment, is the definition of the boundary conditions. Even if detailed information
for all the required variables were available, the numerical codes will not always
have the flexibility to accommodate measured irregular distributions as inputs. To
moderate the effects of boundary conditions on the results, it is common practice
in computational hydraulics to place buffer zones upstream and downstream of the
reach of interest. In this way, any computational inaccuracies induced by uncer-
tainties in boundary-condition specification can be resolved outside of the reach of
interest as the solution evolves and the flow interacts with the boundary geometry
in the added portions of the computational domain. Since the extension of the com-
putational domain requires extra topographic information as well as more work in
terms of meshing and model setup, it is desirable to keep the buffer zones as small
as possible. The minimum adjustment distance is hard to define and depends on the
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Figure 3. 3-D reconstruction of the terrain surface.

flow characteristics: while in a straight reach a length of 20–40 times the depth may
be appropriate, a meandering reach can require substantially longer extensions,
particularly at the upstream end. This need for extra length is mainly related to the
spiral motion that develops in bends, which results in residual circulation patterns
that can influence the flow downstream of a bend at the entrance to the next bend in
the meander sequence. Unless a long straight reach exists upstream of a particular
bend of interest, which is not the case for the study reach, the effects of upstream
bends should be included in the computational domain.

For the present simulations, topographic information from 60 m long sections
of the Embarras River upstream and downstream of the study reach (Frothingham,
2001) was added to the computational domain to account for boundary effects (Fig-
ure 2). This adjustment length exceeds a distance of 40 times the flow depth (10 m
for a 0.5 m average depth) and encompasses two adjacent bends – one upstream
and one downstream – of the study reach. Additional tests were performed to verify
whether the upstream extension was long enough to capture residual circulation
effects. A sequence of two identical meanders was used for this purpose. Due to
the similitude between the consecutive meanders in the field (Figure 1), duplicating
the domain was less demanding than reconstructing the real upstream topography,
yet it provided an acceptable representation of curvature-induced effects for the
downstream reach. A similar approach to artificially simulate upstream effects has
been used in the past by Nelson and Smith (1989).
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3.3. DEPTH-AVERAGED SIMULATION

STREMR input requires the specification of cell depths as well as boundary con-
ditions. The two-meander sequence was first used for the simulations in order to
consider the possible influence of the upstream reach. Final runs were carried out
on the downstream meander only, using a dense curvilinear boundary-fitted grid
with a grid cells size of 0.1 × 0.1 m in the streamwise and spanwise directions,
respectively. Although the program has some capabilities of handling non-regularly
spaced topographic data, depths at all the grid points were generated externally us-
ing graphic software to guarantee a precise interpolation (Figure 3). A triangulation
was first performed relating the surveyed points, to then apply linear interpolation
and obtain grid-point values. The topography generated by this procedure was
compared with hand-contoured maps, showing a correct representation of the main
morphological characteristics of the reach. In fact, the basic principles of both
methodologies are essentially the same, so the agreement was not surprising.

Upstream boundary conditions were defined in terms of flow discharge and po-
sition of the rigid lid, which coincided with the observed water level. Additionally,
for the transport Equations (7) to (9), the normal derivatives of k and ε, as well
as the value of � were assumed to be zero in input boundaries. Manning’s n was
varied in order to match the observed water levels and depth-averaged velocit-
ies. The coefficients involved in the turbulence and secondary flow computations
(Equations (7) to (9)) were set at the model’s standard values, i.e., c1 = 1.44,
c2 = 1.92, σk = 1.0, σε = 1.3, As = 5.0, Ds = 0.5 and cν = 0.09 (Bernard,
1993).

3.4. 3-D SIMULATION

FLOW-3D® defines the geometry of the problem either using its own solid modeler
or interpreting solid objects generated by other programs. Use of the solid modeler
was impractical to represent the irregular natural topography because it requires
objects to be defined as a combination of general quadratic functions. Instead, the
data of the cross sections were interpolated to a regular grid using graphic software
(as for the 2-D modeling) and then converted into a 3-D solid object (Stereolitho-
graphy) using AUTOCAD. The grid size of the topography was 0.25 × 0.25 m in
the x and y directions, respectively.

Two sets of numerical experiments were carried out. The first set used the two-
meander sequence whereas the second included only the downstream meander, but
using a much denser grid with representative cell sizes of 0.25×0.62×0.023 m in
the x, y and vertical directions, respectively. Water levels at the upstream and down-
stream boundaries were initially set to values of stage obtained from the measure-
ments on the reach. The RNG turbulence closure was adopted and the roughness
parameter ks was adjusted until depths and velocities matched the observations.
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Figure 4. Depth-averaged velocities at the entrance of the study region using STREMR:
(a) with upstream meander, (b) without upstream meander.
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Figure 5. Near-bed velocities at the entrance of the study region obtained using FLOW-3D®:
(a) with upstream meander, (b) without upstream meander.
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Figure 6. Near-surface velocities at the entrance of the study region obtained using
FLOW-3D®: (a) with upstream meander, (b) without upstream meander.
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Figure 7. Depth-averaged velocity field obtained from measurements: (a) vectors, (b) con-
tours of magnitude.

4. Analysis of the Results

4.1. INFLUENCE OF THE UPSTREAM REACH

Initial runs carried out on the two-meander sequence, both with the depth-averaged
and the 3-D model, showed that the presence of the upstream meander did not
substantially affect the numerical results on the study reach. Figures 4 to 6 com-
pare the entrance region of the study area, with and without the inclusion of the
upstream meander, in terms of depth-averaged (Figure 4), near-bottom (Figure 5)
and near-surface velocities (Figure 6). Figure 4 corresponds to STREMR results
whereas Figures 5 and 6 were obtained using FLOW-3D®. In all cases, differences
in the incoming velocity ditributions are significantly attenuated as the flow goes
through the bend, resulting in very similar patterns at the exit. At the exit cross-
section, differences in velocity magnitude are 20, 24 and 18% for Figures 4, 5 and
6, respectively. Based on these results, subsequent simulations were performed on
the downstream meander only.

4.2. DEPTH-AVERAGED RESULTS

Model results correspond to a uniform n value of 0.035, which is consistent with
values proposed elsewhere (Chow, 1959) for streams with hydraulic characteristics
similar to those of the study reach. Depth-averaged velocities obtained from the
field measurements are presented in the form of a vector plot (Figure 7a) and a
contour plot of the velocity distribution (Figure 7b). Despite the rather large spa-
cing between consecutive measurement sections, a contour plot was chosen as the
best way to present the data for purposes of comparison. Figures 8a and b present
results obtained from STREMR. The model predictions are reasonable in terms of
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Figure 8. Depth-averaged velocity field obtained with STREMR: (a) vectors, (b) contours of
magnitude.

magnitude as well as general direction of the depth-averaged velocities. Relative
errors computed at the cross sections with velocity measurements are below 30%
on average, with the higher values at cross sections 7 and 10 and close to the banks.
Both the field data and model results show that the highest velocities are located to-
wards the outer bank within the bends, whereas low velocities occur along the inner
banks within the bends. The model accurately reproduces a region of recirculation
along the inner bank downstream of the second bend.

4.3. 3-D RESULTS

A uniform roughness value of ks = 5 mm was found to give the best results in the
3-D simulations. For uniform material over a flat bed ks should fall between 1 and
3 times the sediment diameter, which would give a value between 1 and 3 mm if
the mean diameter of the reach were used. However, roughness produced by non-
uniform material tends to be dominated by the coarser grains resulting in a larger
effective ks .

Depth-averaged velocities computed from the FLOW-3D® results are presented
in the form of vector and contour plots of the velocity magnitude (Figures 9a
and b). In Figure 9a, only some of the vectors have been drawn for the sake of
clarity. Velocities measured in the field at some of the cross sections are presented
as vector plots of the transverse velocity field (Figure 10a) and contour plots of the
streamwise velocity distributions (Figure 10b). Estimated transverse and stream-
wise velocities for the 3-D simulations are presented in Figures 11a and b. In these
plots, cross sections must be interpreted looking upstream, i.e., the inner bank is
on the left part of the figures.

The model velocities of Figure 9 show a pattern similar to that of the measure-
ments (Figure 7). Relative errors are higher at cross sections 7 and 9 and close to the
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Figure 9. Depth-averaged velocity field obtained with FLOW-3D®: (a) vectors, (b) contours
of magnitude.

banks, with an average of 35%. The model accurately predict the main characterist-
ics of the flow field (Figures 10 and 11). Just before entering the first bend (section
5) there is a substantial transverse velocity component towards the outer bank due
to centrifugal effects. As the flow enters the bend, helical flow develops (section 7)
leading to submergence of the high-velocity core beneath the water surface. In the
straight connecting reach (section 9) the flow is almost unidirectional with a small
residual transverse current towards the inner bank. A similar sequence is observed
in the second bend (sections 12 and 14). At section 14 the combined effect of flow
convergence along the outer bank and abrupt channel widening produces a zone of
recirculation on the inner bank. All these elements of the flow field are present in
the simulations of Figure 11, although the helical flow and the associated submer-
gence of the zone of maximum velocities at section 7 are not as pronounced as in
the field data. Underprediction of secondary circulation patterns is rather common
in numerical models with isotropic turbulent closures like RNG, which are not
very efficient in capturing secondary circulation due to turbulence anisotropy at
the walls (bed and banks). The model predicts the recirculation zone near section
14, but the size of the zone is slightly smaller than the measured one (Figure 11).

5. Conclusions

Results of the numerical simulations show that both STREMR, a depth-averaged
2-D model, and FLOW-3D®, a fully 3-D model, accurately predict the main char-
acteristics of the measured velocity field. The agreement is remarkable for a field
situation, where sources of uncertainty are multiple and derive from the data and
the modeling itself.
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Figure 10. Measured velocities at the cross sections: (a) transverse component, (b) magnitude.
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Figure 11. FLOW-3D® results at the cross sections: (a) transverse component, (b) magnitude.
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Regarding the depth-averaged modeling, the combination of rigid lid approxim-
ation, together with k-ε turbulence closure, roughness characterization and second-
ary flow correction provides a fast and reliable tool to assess the 2-D dynamics of
natural meandering streams. The secondary flow correction is of particular import-
ance, since many depth-averaged models do not account for the transverse redistri-
bution of momentum due to curvature and typically underestimate the magnitude
of velocities in the outer part of bends (Finnie et al., 1993).

On the other hand, modeling of the 3-D dynamics requires more accurate treat-
ments of both turbulence and water surface. FLOW-3D® results show that the RNG
turbulence closure combined with the VOF surface tracking method can accurately
predict separation zones as well as 3-D patterns of fluid motion. It must be noted
that secondary velocities typically are extremely difficult to predict accurately due
to their small magnitudes compared to streamwise velocities.

Perhaps more important than the absolute evaluation of the accuracy of the mod-
els in terms of the velocity field is their predictive capability in terms of sediment
transport, planform development and habitat structure as inferred from the hydro-
dynamics. Near-bed velocities are strongly related to patterns of sediment transport
and bed morphology. Near-bed flow predicted by FLOW-3D® is directed toward
the outer bank upstream of the first bend and then shifts toward the inner bank
as helicity develops within the bend. This pattern of flow produces corresponding
patterns of sediment movement, with the main pathway of longitudinal sediment
transport following the locus of maximum depth-averaged velocities. The com-
bination of a longitudinal increase in near-bed velocity through the bend, which
in part reflects submergence of the high-velocity core, the progressive outward
shift of the high-velocity core, and the strong lateral flow toward the inner bank
produces a sediment flux divergence that accounts for the development of the pool
along the outer bank. In turn, the longitudinal decrease in velocity around the inner
bank of the bend along with the inward near-bed flow generates a sediment flux
convergence that accounts for the development of the point bar. All this features
are in agreement with well-known interactions between flow and sediment in river
bends.

Planform change is the result of bank erosion, which depends on the near-bank
sediment flux associated with spatial patterns of 3-D velocities. The streambanks at
the study site have a typical composite structure characterized by cohesive material
in the upper bank and exposed sand-gravel in the lower bank. Collapse occurs
through gravity-induced failures triggered by toe erosion that occurs when high
near-bank velocities mobilize sand and gravel in the lower bank. The zone of
maximum near-bank velocities is located near the point of maximum curvature
in each bend, as shown both by the field measurements and the model results. This
location also marks the maximum pool depth, creating high banks that are prone to
collapse. Recent surveys of channel change indicate that the loci of maximum bank
erosion in the study reach correspond to the zones of maximum near-bank velocity
and pool depth (Frothingham, 2001). Erosion at the outer banks is accompanied
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by point-bar accretion on the opposite bank, resulting in a net translation of the
meander loop.

From an ecological point of view, flow pattern and channel morphology strongly
influence the composition of fish communities in the Embarras River (Frothingham
et al., 2001). Of particular importance is the high-degree of hydrodynamic variab-
ility in the highly sinuous reach, which provides the habitat variability required for
different fish species and for various life-history needs of the same species. For
example, low velocity areas typicall provide shelter to fish and can be found in
deep pools, in separation zones or in the wakes of boulders (Crowder and Diplas,
2000) and large woody debris. For the flow condition analyzed, pools are affected
by the submergence of the core of high velocity, limiting its functionality as refuge.
However, a separation zone is clearly identifiable following the second bend in both
the measurements and the numerical results, with potential for shelter of aquatic
biota.
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